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ABSTRACT Quantum computing is a quickly growing field with great potential for future technology.
Quantum computers in the current noisy intermediate-scale quantum (NISQ) era face two major limita-
tions:1) qubit count and 2) error vulnerability. Although quantum error correction methods exist, they are
not applicable to the current size of computers, requiring thousands of qubits, while current NISQ systems
have hundreds at most. It is, therefore, imperative to improve the reliability of the circuits as much as possible
to make them robust to the errors that will occur. One common approach is to adjust the compilation process
of a circuit to create a final circuit with improved reliability. However, there are many decisions to be made
when compiling that affect the final performance of the circuit, two of the most critical ones being the
mapping of logical to physical qubits (the qubit allocation problem) and the movement of qubits to satisfy
two-qubit gate adjacency requirements (the qubit routing problem). We focus on solving the qubit allocation
problem and identifying initial layouts that reduce error. To identify these layouts, we combine reinforcement
learning with a graph neural network (GNN)-based Q-network for analyzing both the connections and
error rates of the graphlike backend of superconducting quantum computers to make mapping decisions,
creating a GNN-assisted compilation (GNAQC) strategy. We provide both the circuit and the properties of
the target backend as input to guide the decision-making process. We work with the IBM Qiskit applications
programming interface to compile and simulate our quantum circuits. We train the architecture using a set
of four backends and six circuits and find that GNAQC generally outperforms preexisting qubit allocation
algorithms, increasing final relative output fidelity by roughly 12.7%.

INDEX TERMS Fidelity, graph neural networks (GNNs), quantum compilation, qubit allocation.

I. INTRODUCTION
Quantum computing has quickly become a popular field of
research with great potential for future technology. Taking
advantage of quantum mechanics allows for several possi-
ble operations and interactions that are not possible with
classical systems. Quantum systems have the potential to
improve communication, encryption, physical simulation,
and some algorithms such as Shor’s algorithm for factor-
ization [40]. There are several potential physical implemen-
tations of quantum information systems, although the two

most available systems today are utilizing superconducting
technology [11] and trapped ions [24]. We design and verify
our compilation methodology with superconducting quan-
tum computers as they are accessible and have considerable
software support. However, the technologies still face limi-
tations, mainly in size and reliability.
Modern quantum computers are classified as noisy

intermediate-scale quantum (NISQ) devices [1]. These NISQ
devices are named as such due to their limitations on both
the number of qubits (or quantum bits) available and the
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FIGURE 1. (a) Example quantum circuit, displaying a three-qubit QFT
algorithm. (b) Example IBM backend. Darker colors denote higher gate
error rates (1e-2) while lighter colors denote lower error rates (1e-3).

reliability of these qubits and their operations. Most NISQ
devices contain from 10 to 100 noisy qubits, although many
systems are on the smaller end of this range, containing only
5–24 qubits. A common metric to evaluate these systems is
quantum volume [12], which incorporates both the number
of qubits and their vulnerability to error. Due to the relatively
high error rates in quantum computers, many executions of
algorithms are unlikely to complete without some error. As
such, much effort has been put forth to both make the algo-
rithms resilient and to reduce the vulnerability of the physical
qubits.
Quantum error correction (QEC) methods do exist but

many are not feasible on NISQ systems [5], [9], [16], [21],
[43]. Many QEC methods implement similar mechanics to
classical replication or redundancy systems, where the data
in one or more bits are encoded into a larger number of bits
to reduce the effect of incident errors. However, due to the
quantum no-cloning theorem [49], rather than copying bits,
one must rely on entanglement instead. Again, one or more
qubits can be entangled with a greater number of qubits to
provide redundancy and mitigate the effect of errors. Shor’s
code, the first to demonstrate the existence of QEC methods,
encode one qubit into nine to account for both phase and
magnitude errors [41]. However, when qubits are a limited
resource, it is not possible to implement these QEC methods
while retaining enough qubits for computation. Many sys-
tems may not be large enough to allow for even one secure
qubit depending on the error codes used.
Most approaches increase the reliability of quantum cir-

cuits during execution rather than completely removing er-
rors. It is common to modify the circuit during compilation
to choose more reliable configurations when applying the
circuit to a physical backend. Using different qubits, con-
nections, and operations can have a large impact on the out-
come of the circuit as the qubits may exhibit very different
error profiles, as demonstrated in Fig. 1, where the color of
qubits and their connections indicate their error rates. These
error rates can vary day-to-day with the environmental con-
ditions, as we will demonstrate in Section III. The problem
is generally broken up into two parts: 1) choosing the initial
layout to map virtual qubits of the circuit to physical qubits
of the backend (qubit allocation, qubit mapping, layout se-
lection) and 2) moving qubits through the mesh using swap
operations to satisfy adjacency requirements for two-qubit
operations (qubit routing, SWAP mapping). Due to the large
number of possibilities when applying a circuit to a back-
end, it is difficult to identify the best possible configuration,
although many works have found success with a variety of
methods [15], [29], [34], [45].

Our work aims to improve upon existing qubit allocation
approaches, as our investigation shows that there are con-
siderable performance improvements to be made. To solve
the qubit allocation problem, we incorporate graph neural
networks (GNNs) to aid in processing the inherent graph
representation of the superconducting quantum backend, cre-
ating a GNN-assisted compilation strategy (GNAQC). We
combine this GNN processing of the backend with feed-
forward networks for processing input circuits to create a
total system for providing suggested layouts as solutions to
the qubit allocation problem. We implement GNAQC us-
ing Qiskit [38] and TensorFlow [2] and evaluate its perfor-
mance on two different IBM backend configurations and six
different quantum circuits. We find that GNAQC generally
outperforms the other layout methods with some variation
across the backends and circuits, increasing relative fidelity
by approximately 12.7%. We also find that GNAQC is more
consistent at choosing more effective layouts, providing a
more reliable allocation method.
Our contributions can be summarized as follows.

� We demonstrate the limitations of preexisting layout
methods.

� We provide GNAQC, a new solution to the qubit alloca-
tion problem built onGNNswith feedforward networks.

� We test GNAQC on two physical backends of 7 and
27 qubits using 6 different benchmarks and find that
GNAQC can consistently provide better or comparable
initial layouts to preexisting methods.

� We demonstrate that GNAQC reduces the error of quan-
tum circuits by providing more reliable layouts, finding
a 12.7% relative increase in fidelity.

II. BACKGROUND
A. QUANTUM CIRCUITS AND COMPILATION
Quantum circuits are composed of a set of virtual qubits
and lists of gates that operate on these qubits. An example
circuit is shown in Fig. 1(a). Gates are normally classified
into three types: 1) single-qubit; 2) two-qubit; and 3) mea-
surement gates. Single qubit gates simply adjust the state
of the qubit it operates on. Two-qubit gates perform oper-
ations on a pair of qubits; for example, controlled two-qubit
gates modify a target qubit based on the state of a control
qubit. Measurement gates measure the qubit and output the
result into a classical bit. It is important to note that su-
perconducting systems cannot currently support any-to-any
connectivity between qubits, where two-qubit operations can
be performed arbitrarily between any two physical qubits.
Two-qubit operations can only be performed between pairs
of adjacent qubits as shown in Fig. 1(b). If the circuit requires
that an operation be performed between two distant qubits,
the qubits must be moved from qubit to qubit using pair-
wise SWAP operations until they reside on adjacent physical
qubits. This process of adding SWAP operations to the circuit
to satisfy two-qubit operation requirements is known as qubit
routing and is another actively researched area in quantum
computing.
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FIGURE 2. Overview of qubit allocation, one step of the compilation process that maps a logical circuit onto a physical quantum machine.

Althoughmany different single- and two-qubit operations,
or even multiqubit operations involving three or more qubits,
may be performed throughout an algorithm, these operations
are normally decomposed and represented as a combination
of basis gates. Each backend contains a set of basis gates
that act as a universal set from which all other operations
can be composed. For example, a SWAP operation could
be implemented as three cnot gates. It is common to see a
combination of single-qubit rotation operations and one two-
qubit operation as the basis set, although the set of available
gates can vary from backend to backend, especially if they
are implemented with different technologies. This process of
decomposing circuits’ gates into basis gates is another major
step in compiling a quantum circuit to prepare it for execution
on a quantum machine. The general data flow for compiling
a quantum circuit is shown in Fig. 2. We omit decomposi-
tion from the figure and show the three other steps that are
commonly discussed: 1) optimization, 2) allocation, and 3)
routing. All of these processes are implemented similarly to
compilation passes of classical programs, where the program
is gradually modified as it moves from stage to stage of the
compilation process. Both allocation and routing are critical
to not only the operation of the circuit but also its vulner-
ability to error, as the error rates of qubits and connections
between qubits can vary greatly across the computer.
The most relevant compilation step to this work is qubit

allocation or selecting the initial positions to map virtual
qubits of the circuit to physical qubits of the backend. Al-
though the allocation method generally does not have as
much of an impact on the performance of the circuit as the
routing method, the initial position of qubits can impact the
choices presented to the routing method and can thus have
a substantial effect, particularly for shorter circuits. Qubit
allocation methods are normally chosen either to minimize
the depth of the circuit (the length of the critical path of op-
erations) or to maximize the success rate of the circuit. This
is normally done by minimizing the number of necessary
SWAPs inserted by the associated routing method, placing
virtual qubits on the most reliable physical qubits, placing
virtual qubits in the most highly connected regions of the
mesh, or a combination of these methods.
Optimization of the circuit normally occurs in two

stages, both before and after the circuit is mapped to the
backend hardware through the allocation and routing meth-

ods. Thus, the circuit is optimized at both the virtual level
before application and the resulting circuit after application.
This allows for high-level optimizations to be performed
while the circuit is still in a more conceptual stage, and
for lower-level optimizations afterward when the circuit has
been transformed. Typically, these optimizations involve re-
moving unnecessary or redundant operations (such as oper-
ations that cancel each other out), combining two or more
operations into a single operation that produces the same
result, or preparing states using additional unused qubits for
future operations. These optimizations can shorten the depth
of the circuit and, therefore, increase the resilience of the
circuit by having fewer operations and thus fewer chances
for errors to occur.

B. MEASUREMENT AND ERROR
Unlike in classical systems, it can be difficult to obtain con-
sistently correct outcomes even without error. Quantum cir-
cuits commonly complete execution by being measured back
into classical bits. The measurement collapses a state in su-
perposition into one of the two classical bits with probabil-
ities based on their coefficients. Specifically, measuring an
unknown state α|0〉 + β|1〉 gives state 0 with probability |α|2
and state 1 with probability |β|2. This holds when measuring
multiple qubits, where we can observe 2N total outcome pos-
sibilities depending on the states of the measured qubits.
The probabilistic nature of measurement is frequently ad-

dressed by executing a circuit many times (called the number
of shots) and counting how frequently each possible output
is observed. For some algorithms, the most frequent output
is then taken as the correct output for the circuit, while for
others, the entire output distribution is used for estimating
results. However, this becomes much more difficult when er-
rors are present in the execution of the circuit. Differentiating
between variation in measurement and the effects of error at
the point of measurement is difficult if not impossible, and
error-correcting methods are not feasible on NISQ systems
due to their small size. These errors may make it more diffi-
cult to identify a clear and convincing result from the circuit
output. In the worst cases, errors can be severe enough to
change which outcomes have the highest counts, thus leading
observers to the wrong conclusion about the correct output.
To further complicate the evaluation of quantum circuits, a

circuit can have two or more correct outputs with near equal
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counts without any influence from errors. The most simple
example is measuring a single qubit in the |+〉 = 1√

2
(|0〉 +

|1〉) state, commonly generated by a single Hadamard oper-
ation on a single qubit. The probability of measuring 0 or 1
is exactly 1

2 = α2 = β2. We would thus expect equal counts
for both outcomes. It can be difficult to evaluate the correct-
ness of circuits with these forms of outputs. We describe our
approach for evaluation and comparison in Section III.

C. NEURAL NETWORKS
Neural networks are a powerful tool for machine learning
that act as universal function approximators. The fundamen-
tal component of neural networks is the perceptron, an arti-
ficial neuron that computes an value output by applying an
activation function to a weighted sum of its inputs. Given a
set of input and output pairs, the perceptron aims to adjust
its weights to minimize a loss function. The choice of acti-
vation and loss functions are application specific, although
there are some well-known and commonly used functions
for most applications. Activation functions commonly act as
some form of threshold function or a transformation of the
weighted sum. Examples include a simple linear function, a
binary threshold function, the sigmoid function (important
due to its differentiable nature compared to the standard bi-
nary threshold), or the rectified linear unit (ReLU) function,
which outputs zero if the input is negative and acts as a linear
function if input is positive.
Neural networks are created by combining multiple per-

ceptrons together. While single-layer neural networks have
a fair amount of discriminatory power, it is more common
to stack multiple layers of perceptrons, where deeper layers
receive the outputs of previous layers as inputs. The addition
of multiple layers can greatly improve the performance of
networks at the cost of increased training time and larger
training data requirements. For example, the well-known
AlexNet contains eleven total layers (including three pooling
layers) [26]. Our architecture, as shown in Fig. 7, is similarly
built using a number of stacked layers. The GNN layers will
be explained in detail in the following section. Flatten layers
simply compress amultidimensional array of sizeN × N into
an N2 × 1 vector and are largely negligible when discussing
time complexity. Concat layers concatenate multiple vectors
into one large vector and are similarly negligible. Dense
layers represent fully-connected layers, where every input is
fed into each neuron in the layer. It follows that dense layers
have a time complexity ofO(NNL), whereN is the number of
inputs to the layer, and NL is the number of nodes within the
layer. Finally, argmax is an operation that outputs the index
associated with themaximum value in the input vector. In our
case, argmax is used to identify which class action results in
a maximum reward.

D. GRAPH NEURAL NETWORKS
GNNs are a relatively new network architecture in the neu-
ral network toolkit [39]. They are specialized in handling
and interpreting graph-based data that may normally be dif-
ficult for standard feedforward networks or convolutional

networks. GNNs are useful for the selection and prediction
of edges and nodes, learning condensed representations of a
graph as a whole, locating particular subgraphs, specialized
graph traversals, and other applications. They are particularly
powerful when the data naturally has a graph representation
where features of both the nodes and edges are important for
making decisions.
GNNs operate by sharing and diffusing information from

node to node across the edges. Given an input graph, a GNN
layer will compute a new representation for each node (and
possibly edge) based on the values of nodes and edges within
the immediate neighborhood of the node, as shown in Fig. 3.
The function is typically a weighted linear combination of
the node and edge features, where the weights are learned
throughout the training process. This can be followed by
an activation function similar to standard dense layers. Nor-
mally the neighborhood is the set of all nodes within one
distance of the node in question, although this can be defined
and restricted as necessary for a given problem. Multiple
stacked GNN layers thus expand the neighborhood of a node,
where the maximum distance of the neighborhood is equal to
the number of stacked GNN layers. More layers effectively
create a stronger diffusion of information across the graph.
While this can be beneficial to share information, it has been
observed that too many layers can decrease the performance
of models containing GNNs as every node tends to approach
the same representation, an average of the graph as a whole.
This state destroys the individual identity of each node and
negatively impacts the performance of further processing.
The number of recommendedGNN layers varies on the prob-
lem but is generally from one to three layers depending on the
size of the graph.
GNNs can be simplified by representing the layer oper-

ations as a series of matrix multiplications. One can make
assumptions on the input graph to loosen the restrictions for
convergence present in the original design of GNNs. The
forward diffusion operation simply becomes a multiplication
of the graph’s normalized adjacency matrix, the node feature
matrix, and the learned weight matrix, as shown in [25]

X (k) = σ
(
ÃX (k−1)W

)
. (1)

Here, X (k) is the node representation matrix, Ã is the renor-
malized adjacency matrix, W is the learned weight matrix,
and σ is an activation function, commonly ReLU. These
matrix operations demonstrate that the computational com-
plexity of theGNN layers isO(N2), whereN is the number of
nodes in the graph. This assumes that the number of nodes
is greater than the number of features per node, which is a
reasonable assumption at larger graph sizes.
From here, the process is further simplified by the obser-

vation that multiple layers are simply a repeated multipli-
cation of the node matrix with an adjacency matrix, as the
multiple weight matrices can be consolidated into one during
the learning process. Ultimately, one can perform the work
of multiple GNN layers by simply applying an activation
function to the product of a power of the adjacency matrix,
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FIGURE 3. GNN update of node N1 as a function of the node and edge values within its neighborhood. (a) Initial Graph. (b) After 1 GNN Layer.

the node matrix, and the learned weight matrix, as shown
in [50]

X (k) = σ
(
ÃkX (0)W

)
. (2)

Here, X (0) denotes the original node matrix. All other
variables are the same as in (1).

Other work has been done to further enhance the applica-
bility of GNNs to more complex types of graphs. The most
relevant for our work is the addition of edge features [17]. By
replacing the adjacency matrix with an edge matrix E where
Ei, j equals the weight from node i to node j, the GNN can
incorporate edge features while maintaining a simple design.
This can be extended if the edge has multidimensional fea-
tures by extending the dimensions of E. It is recommended to
normalize the matrix using double-stochastic normalization
to accelerate training. There are additional modifications that
can be made to account for directed graphs by utilizing two
concatenated edge matrices.
GNNs can also be combined with other neural network

architectures depending on the problem at hand.We can think
of the GNN operation shown in (1) as being in two steps: an
initial propagation stage S = ÃX (k−1), followed by a linear
inference stage Xk = σ (SW ). This linear stage can be re-
placed with other structures to solve a greater range of prob-
lems. Work has been done to demonstrate recurrent GNNs
with gated units (GGCNs) [10], [30] and even attention-
based GNNs [46], [47]. While these architectures are not
used in this work, the recurrent nature of these structures
may be beneficial for future works solving the qubit routing
problem.

E. REINFORCEMENT LEARNING
Reinforcement learning is a form of unsupervised learn-
ing that solves problems by exploring and receiving feed-
back from the problem environment. An agent is allowed to
observe the current state of the environment and choose an
action to take, changing the state of the environment and re-
ceiving some reward. Through the learning process, the agent
aims to maximize the total reward earned before reaching

some terminal state of the environment. Defining a reinforce-
ment learning problem involves describing a set of compo-
nents: the set of actions an agent can take, the description of
the environment (including its state and state transitions), the
reward function for taking actions, the method for choosing
actions, and the method for learning to maximize rewards.
The actions, environment, and rewards are directly depen-

dent on the problem at hand. For example, if the goal is to
find the shortest path in a grid-tiled environment, the actions
would be the set of movements the agent can take (moving
up, down, left, right) while the state of the environment
would be the current position on the grid represented in
(x, y) coordinates. The rewards may vary based on whether
the state is a terminal or nonterminal state. Following the
same example, for nonterminal states, the reward could be
dependent on the distance from the current position to the
end tile while the terminal state could provide a large flat
reward.
By comparison, the decision and learning methods are

more general. The most commonly used decision and learn-
ing method is based on Q-learning [48] and the Bellman
optimality equation [7]. The goal is to provide an estimation
of the reward for each potential action given the current state.
From these estimations, it is common to simply select the
action with the greatest estimated reward, observe the ac-
tual reward, and adjust the estimation for the (state, action)
pair. These values are commonly tracked using a Q-table,
containing values for every possible (state, action) pair. The
simulation of the problem should then be run many times to
converge to accurate reward estimations and thus accurate
solutions to the problem.
As the number of states and actions grows larger,

the Q-table becomes too large and unreasonable. Mod-
ern approaches instead use a neural network to learn the
(state, action) �→ reward function, known as a Q-network.
These Q-networks can be designed depending on the envi-
ronment and the problem at hand, although they generally
follow a certain structure—receiving the current state of the
environment as input and providing a score for each possible
action as output. These networks are then trained via standard
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back propagation using the error between the estimated and
observed rewards.

III. MOTIVATION
We utilize IBM’s Qiskit API [38] to investigate the cur-
rent performance of qubit allocation methods. Qiskit na-
tively contains four different allocation methods: 1) trivial,
2) dense, 3) noise-adaptive [34], and 4) sabre [29]. The
four methods address the mapping problem using very dif-
ferent approaches. The trivial layout simply maps the vir-
tual qubits (q1, q2, . . . , qn), in order, to the physical qubits
(0, 1, . . . ,N). The dense layout identifies highly connected
subgraphs of the mesh and places qubits in these areas. The
noise-adaptive layout is the first to rely on the most recent
backend configuration data, aiming to utilize the most re-
liable two-qubit connections available. The sabre method
utilizes an iterative process to fully route the circuit to find the
final layout, then reversing the circuit using the previous final
layout as a proposed initial layout. This process is repeated
several times to minimize the number of necessary SWAP
operations.
We tested these four layout methods on IBM’s 7-qubit

ibm_nairobi backend using 3-qubit to 7-qubit quantum phase
estimation (QPE) circuits. We limit to a maximum of seven
qubits as access to larger machines is limited. To evaluate
their effects, we first run a trial of each circuit using Qiskit’s
simulator with no error involved to attain a theoretical flaw-
less outcome that we use as the ground truth for every circuit.
While the measurements of the qubits are probabilistic in
nature, we execute all trials with 10 000 shots to minimize
the random influence. We then execute the six test circuits
on the ibm_nairobi backend using each layout method during
compilation, again using 10 000 shots. All other compilation
settings were kept default, including the routing methods.
We then compared the resulting output distribution with the
ground truth distribution by computing the fidelity between
them. The fidelity acts as a similarity metric between the
perfect ground-truth state and the real output state provided
by the physical backend. A higher fidelity (bound [0, 1])
indicates a higher similarity between states.
For ease of computing fidelity F , we rely on the Hellinger

distance formula described as follows:

F = 1√
2

√√√√ N∑
i=1

(√
pGTi −

√
pTi

)2

. (3)

Here, N is the total number of observed outputs, pGTi is the
probability of output i for the ground truth distribution, and
pTi is the probability of output i for the test distribution.
The results of these trials are shown in Fig. 4. In addition
to the previous four allocation methods, we also exhaus-
tively search for the layout that achieves maximum fidelity,
labeled best in Fig. 4. We provide the best outcome to com-
pare the performance of each allocation method to the best
possible outcome. Note that this exhaustive search is only
feasible with a small number of qubits, as the number of

FIGURE 4. Fidelity of Qiskit’s four qubit allocation methods on the
3–7-qubit QPE algorithm after execution on ibm_nairobi.

FIGURE 5. Fidelity of 7-qubit QPE when compiling with Qiskit’s four
allocation methods across one month of backend configurations for
ibm_nairobi.

possible layouts grows extremely quickly as the number of
qubits increases. As shown, we find that the layout method
closest to the best is inconsistent. Across all of the tested
circuit sizes, we see situations where each of the trivial,
noise-adaptive, and sabre methods are the closest to the
experimentally identified best fidelity.
To provide more insight into the differences between lay-

out methods, we evaluated every layout on one month of
daily calibration data for ibm_nairobi, as shown in Fig. 5.
This allows us to see how each allocation method performs
relative to one another over time. As expected, the best allo-
cation method is frequently either the noise-adaptive or sabre
layout methods. However, the accuracy improvements are
inconsistent, and we frequently see changes between which
is best over time. Occasionally, they are even outperformed
by the dense or trivial layouts.
It is not expected for the choice of layout to completely

remove all errors and achieve a fidelity of nearly 1. How-
ever, we did expect more improvements in their behavior. To
investigate the full impact of the initial layout on the outcome
error and provide ametric for comparison, we provide the full
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FIGURE 6. Fidelity of all possible 4-qubit layouts on ibm_nairobi’s
calibration from 01-07-2022. Results are for 4-qubit QPE.

distribution of different layouts in Fig. 6 for 4-qubit QPE. It
is clear that no layout is perfect, although there is a large
difference between the best (above 0.7 fidelity) and worst
(below 0.55 fidelity) layouts, demonstrating the importance
of choosing an initial layout. Additionally, the four allocation
algorithms commonly fail to identify the best layout and
frequently do not even choose one of the better-than-average
layouts. In total, these experiments demonstrate two main
points: 1) the choice of initial layout can have a consider-
able impact on circuit fidelity and 2) preexisting methods are
inconsistent in choosing effective layouts. There is room for
improvement when selecting layouts to reduce vulnerability
to error.

IV. ARCHITECTURE AND DATA REPRESENTATION
To improve the performance of current layout methods, we
look to use GNNs as the quantum backends are naturally
represented in a graph form. We combine GNNs with
additional feedforward layers to predict optimal layouts
given the backend error properties and an input circuit.
The following sections discuss our network architecture
in detail, including two main areas: 1) the backend graph
input representation and processing and 2) the circuit input
representation and processing. Details of the state vector
and output actions are found in Section V. The overall
architecture is shown in Fig. 7. Although training time is
dominated by the time spent executing simulations of the
quantum hardware, the overall complexity of the network
layers during feedforward operations is dominated by the
GNN layers with a complexity of O(N2).

A. BACKEND REPRESENTATION AND PROCESSING
The superconducting backends are commonly represented as
a graph, as shown in Fig. 1(b), where each node is a physical
qubit with a set of properties, such as the single-qubit gate
error rates, frequencies, and measurement errors. The edges,
representing available cnot connections, are weighted by
the associated cnot error rates. This configuration naturally

TABLE 1. List of All Node Features Collected From Physical Backends

lends itself to the edge-aware GNN variants. A sample back-
end with example properties is shown in Fig. 8(a).
To prepare the backend for the GNN layers, we must

construct both a node and edge matrix (which replaces the
adjacency matrix in standard GNN). For the node matrix X ,
we collect several properties from each node and arrange the
matrix where each row holds the properties of an individual
node, as shown in Fig. 8(b). The total set of properties that
we collect is found in Table 1, totaling 14 different error rates
and gate lengths. The final size of the node matrix is thus
N × 14, where N is the total number of physical qubits in the
backend. We access these properties using Qiskit’s IBMQ
provider API. The set of single-qubit gate data we collect
varies depending on the basis set of gates, although all of the
backends we test contain the same basis set. We choose to
scale the qubit frequency as it is many orders of magnitude
larger than the other values. We then normalize the matrix by
row to accelerate convergence.
The edge matrix E takes the same form as a weighted

adjacency matrix, where Ei, j equals the cnot error between
qubit i and qubit j, as shown in Fig. 8(c). Although it is not
required that the cnot error be symmetrical on all hardware
implementations, we found that, for the backends we tested,
the error rates were always symmetrical. We then normalize
the edge matrix in a doubly-stochastic manner, following the
design in [17] to ensure that both the rows and columns of E
sum to 1 again aid in convergence. Given that the edge matrix
is a variation of the adjacency matrix, its final dimensions are
N × N.

These two matrices are then fed into the network, specif-
ically into two stacked GNN layers. Together these layers
generate a new representation of the graph, which is then
passed through a flattening layer to reshape the representa-
tion in preparation for concatenation with the processed cir-
cuit matrix. The GNN layers perform an edge-aware version
of the forward computation described in

X (k) = σ
(
ẼX (k−1)W

)
. (4)

Here, E is our previously described edge matrix while σ is
the ReLU activation function.
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FIGURE 7. Overall architecture of the layout prediction system. (A) marks the point of concatenation between both the circuit and graph subnetworks,
while (B) marks the end of the prediction network and the transition to the decoder.

FIGURE 8. (a) Example of 3-qubit backend with five sample node
features. (b) The resulting node matrix from the backend. (c) The
resulting edge matrix from the backend.

B. CIRCUIT REPRESENTATION AND PROCESSING
To provide the circuit information to the prediction network,
we first prepare a matrix containing hand-picked features
to capture the behavior of the circuit. After testing a variety
of different combinations, our final decision on circuit
features is shown in Table 2. We believe that capturing the
single-qubit operations each qubit, the measurement status
of each qubit, the count of cnot operations, and a set of cnot
partners for each qubit is sufficient for most basic circuits.
We provide results in Section VII that show the influence of
different look-ahead values, although by default we only use
the first cnot partner. Currently, this representation would

TABLE 2. List of All Circuit Features Collected From Test Circuits

likely fail to represent more complex circuits involving
mid-execution measurement and qubit reset, although these
operations do not occur in any of our test circuits and are
not commonly found. An example circuit and associated
circuit matrix are shown in Fig. 9. We simplify the example
by counting all single-qubit operations as one feature rather
than individual single-qubit operation counts.
It is important to note that we do not use the original logical

circuit to prepare these representations, as they may change
through the steps of the compilation process before prepar-
ing a layout. The most important changes that can occur
are decomposing multiqubit operations and subcircuits and
mapping to basis gates, as these can greatly change the view
of which operations the circuit performs. Instead, we acquire
the intermediate circuit during the compilation process at
the point where qubit mapping normally occurs, after these
other operations. This allows us to represent the circuit as
accurately as possible for choosing a layout.
Once this feature matrix is created for the circuits, we can

feed them to a flattening layer dense layer that reshapes the
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FIGURE 9. (a) Example of 3-qubit QFT circuit. (b) Constructed circuit matrix for the example circuit.

FIGURE 10. Training process data flow of the prediction network.

representation similar to that of the graph matrix after the
GNN layers, as shown in Fig. 7. This representation passes
through a dense layer to adjust to circuit features. The two
representation vectors are then concatenated along with the
current state vector and transposed before being passed to
another dense layer that now operates on the complete data
of both learned representations of the backend and the circuit.
This layer provides a score (the proposed Q-value) for each
possible action that can be taken during allocation. We then
identify the maximum score associated with the best action
to take at the current compilation step and execute that action
during the given iteration.

V. REINFORCEMENT LEARNING SETUP
In this section, we describe the components of the reinforce-
ment learning process, namely the actions, environment,
rewards, and training process. The overall training process
can be found in Fig. 10.

A. ACTIONS
When mapping the qubits, the available actions are sim-
ply one placement action for each (logical, physical) qubit
pair. This placement action represents assigning the logical
qubit to the associated physical qubit for the initial layout.
To account for circuits with fewer logical qubits than the
available physical qubits, we extend the logical qubits with
ancilla qubits to equal the number of physical qubits. The
full mapping is done to provide a fixed-length input vector
to the neural networks. This allows the network to learn
mappings for any number of logical qubits up to the number
of physical qubits in themachine. In total, this results inN2

phys
actions. This also characterizes the total number of outcomes
resulting from the final dense layer in Fig. 7. Following an
Epsilon-Greedy policy, with ε = 0.05, we select the action
associated with the maximum predicted value with probabil-
ity 1 − ε and a random action with probability ε to drive our
training decisions.
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B. ENVIRONMENT
To define the environment, we first represent the state of
the physical hardware and the circuit as described in Sec-
tion IV. This requires both an edge and node matrix from the
physical backend that describes the error characteristics from
the latest calibration and a circuit matrix that represents the
operations that must take place for a given circuit.
These inputs are then complementedwith a vector contain-

ing the current mapping of qubits, specifically mapping from
physical → logical qubits. This captures the current state of
the layout, specifically a snapshot of the current layout at a
given time during compilation. The vector is initialized to
all zero values, indicating no qubits have been placed, and
gradually fills with nonzero values as placement actions are
taken each iteration. Together, the matrices and state vector
capture the problem itself as well as the current intermediate
solution.

C. REWARDS
When providing rewards, we first consider the placement of
ancilla qubits. As these qubits are not important to the exe-
cution of the circuit, placing the qubits provides no reward.
Similarly, when attempting to place a qubit that has already
been assigned to a physical qubit, no reward is given. In
contrast, placing a previously unplaced logical qubit provides
a flat reward to encourage prioritization.
The most interesting case is the reward given when com-

pleting the mapping of all logical qubits. In this case, we first
execute the circuit the circuit on the simulator using the error
profile of the backend. We choose to use the simulator as
we do not have dedicated access to a physical backend for
training. We then compare the output distribution to an error-
free output distribution that acts as our ground truth. This
error-free distribution is obtained by executing the circuit
on a simulator with no error simulation. This is effectively
a theoretically perfect outcome for the circuit, providing a
target for comparison.
To provide a tangible value, we compute the Hellinger

fidelity between the two distributions, as shown in (3). The
more similar the output distributions are, the closer this value
approaches 1. This is then scaled by 100 and provided as the
final reward. This guides GNAQC target configurations that
are most similar to the error-free distribution.

D. TRAINING
To train the network, we rely on the Qiskit Aer simulator
to simulate the execution of the circuit using the proposed
mapping. We then compute the fidelity between the results
of the simulation and the ground truth output of the circuit as
previously discussed. Once again, we rely on the Hellinger
fidelity, as described in (3), as our reward metric as opposed
to success rate as we do not necessarily know the correct out-
put of the given circuit with which to compute a success rate.
To make the approach more general, we instead target the
entire ground truth distribution using the fidelity. This error

is then used for back-propagation for training the network as
a whole.
The full training process is shown in Fig. 10. First, the

processed edge, node, and circuit matrices are fed to the pre-
diction network in step (1). The network outputs a suggested
action to take, namely a qubit placement, in step (2). The
reward for this action is calculated in step (3), where the
value of the reward depends on the result of the action. If the
action results in a fully-mapped circuit, we finish compilation
(routing and final optimization) and simulate the final circuit
in step (3B) using Qiskit’s Aer simulator. The simulator is
prepared with a noise model built on the error properties of
the collected backend under test. In step (3B), we collect the
output counts from the simulator and compute the fidelity
with the ground truth distribution. If the action did not result
in a fully-mapped circuit, we instead give either a reward of 0
if the qubit was already placed or a flat 10 if the qubit is newly
placed. Finally, we use this reward for the update process
following the typical Q-learning update rule in step (4).
It is worth noting here that we do not need to rely on

the simulator, which will not be feasible for increasingly
large circuits and backends, during this training process. We
could rely on other success metrics, like estimated success
probability [8] or other future methods, which may be more
scalable. However, we chose to use the simulator to be more
accurate to the hardware. Ideally, one would have dedicated
access to a physical machine for the training process, which
would address both the accuracy and scalability concerns.
A ground truth distribution would still need to be computed
either analytically, through simulation (which may not be
feasible), or an averaging ofmany runs on the hardware to ap-
proach a stable distribution. New methods, such as splitting
the circuit to improve fidelity, may aid in this process [44].
If a ground truth distribution cannot be identified, the rein-
forcement learning process would need to be modified to
rely on other metrics that are correlated with fidelity, such as
gate count.

VI. DATA COLLECTION AND EXPERIMENTATION
Throughout our experimentation, we rely on a set of various
test circuits at different sizes executed on several different
physical backends. We focus on a set of six different circuits
as mentioned previously in Section III: the Deutsch–Jozsa
(DJ) algorithm, the Bernstein–Vazirani (BV) algorithm, Si-
mon’s algorithm, the quantum Fourier transform (QFT), the
QPE algorithm, and Grover’s search algorithm. We prepare
these circuits using 3, 4, 5, 6, 7, 15, and 27 qubits. We believe
that two qubits are simply too trivial, and we are limited to
evaluating on backends with 7 or 27 maximum qubits. The
characteristics of these circuits, specifically the count of the
final gates used for each algorithm, at each circuit size are
detailed in Table 3.
For the backends, we collected calibrations for

ibm_nairobi, a 7-qubit backend, and ibm_algiers, a
27-qubit backend. We selected these two as a sample of
the available 7-qubit and 27-qubit machines we can access.
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TABLE 3. Details of the Six Test Circuits at All Sizes Used for All
Experiments

TABLE 4. Details of the Two Backends Used for Collecting Data for All
Experiments

We specifically collected the archived daily calibrations
from January 1st, 2022, through the end of May 2022. The
backends vary in topology, with ibm_nairobi having an I
shape and ibm_algiers having an adjusted square shape.
Both backends share the same set of basis gates. These
details are summarized in Table 4.

VII. RESULTS
To evaluate the general performance of GNAQC, we predict
layouts for the circuits using the most recent calibrations at
their time of execution. The historical backend calibrations
are used for training. We compare these results to the
previously measured errors for the four layout methods
contained within Qiskit. These results are shown in Fig. 11.
Here, the “learned” layout is the behavior of the layout

output by our method. It can be observed that the learned
layout generally outperforms the preexisting layouts for each

benchmark at different algorithm sizes. The learned layouts
consistently perform better on simpler algorithms, such as
DJ, BV, and Simon. There is less, though fairly consistent,
improvement on the larger algorithms. On average, how-
ever, we see a relative improvement in fidelity of approxi-
mately 12.7%.
We group the data by each circuit regardless of backend or

qubit size to inspect the mean performance on the individual
algorithms. These results are shown in Fig. 12. Here, the
learned layouts show improvement or consistent behavior on
most circuits. In the worse cases, GNAQC performs compa-
rably to the best alternative layout method. The magnitude
of the improvement varies from circuit to circuit and is also
dependent on the next-best choice. In general, we believe this
variation is due to the effect different layouts have depending
on the length of the algorithm, where shorter circuits are
simplymore influenced by the initial position of qubits, while
longer algorithms are likely more influenced by the routing
methods.
Next, we group the results by the number of qubits in-

volved in the algorithm to observe performance based on
the size of the circuits, as shown in Fig. 13. As we can see,
the largest improvement is found on smaller circuit sizes.
We see the most variation in behavior among the layouts at
3–5 qubits, with more consistent performance among all five
methods at larger sizes. We identify two main reasons for
this variation in behavior. First, as the depth of the circuit
increases due to the increased number of qubits, the fidelity
decreases drastically. This results in less room for the layouts
to vary as the fidelity is simply so low. Second, we believe
that this has to do with the percentage of qubits used on the
backend and the topology of the machine itself. When using
all of the qubits on the machine, more SWAPs will likely
need to be added to allow the circuit to function regardless
of the initial position of qubits. At smaller sizes, particularly
three qubits, the number of added SWAPs may vary greatly
based on the initial position of qubits. It may be possible to
place them in a configurationwhere no SWAPs are necessary,
such as a triangle section in the mesh, or to place them at op-
posite sides of the mesh where many SWAPs are necessary.
Look-ahead: In all of the previous results shown, we have

utilized a cnot look-ahead window of length 1, as described
in Section IV-B. However, we also examined a variable look-
ahead window from lengths 1 to 5. For a chosen look-ahead
value LA, our circuit matrix will hold the first LA cnot part-
ners for each qubit. We evaluated our method for all 1 <=
LA <= 5 for 7-qubit circuits using a simulator based on the
properties of ibm_nairobi. We chose to use the simulator here
due to time restrictions and the number of executions neces-
sary. The results are shown in Fig. 14. As shown, the value
of LA does not have a large impact on performance. This
could be due to insufficient training data when increasing the
number of parameters.
To evaluate the cost of GNAQC, wemeasure the execution

time of each layout method for QFT as shown in Fig. 15.
GNAQC-onerun is the time to perform a single inference
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FIGURE 11. All results from testing 3–27 qubit algorithms on ibm algiers and nairobi when compiling with each of the five allocation methods.

FIGURE 12. Fidelity of different layout methods grouped by each test
circuit.

FIGURE 13. Fidelity of different layout methods grouped by number of
qubits used in the circuit.

stage while GNAQC-total is the total time to place all qubits
(one inference iteration per qubit). It is clear that GNAQC
performs in line with the other methods and scales better to
larger qubit sizes than the sabre method.

VIII. RELATED WORKS
A. IMPROVING ACCURACY
Increasing circuit resilience to errors is a major field in quan-
tum computing research. A common approach involves mod-
ifying compilation, either the allocation or routing passes.

FIGURE 14. Fidelity for 1–5 look-ahead representations for the test
circuits.

FIGURE 15. Compilation time for each of the layout methods. The trivial
method is not included due to negligible execution time.

The first major works identified that routing should focus
not only on the number of inserted SWAP operations but
also the reliability of the qubit connections [34], [45]. This
included a modified routing method to be aware of the cnot
error rates. By focusing on using the most reliable qubits
and connections, the final accuracy of the circuit could be
improved substantially. Later observations showed that per-
forming cnot operations in parallel with other nearby op-
erations would increase error rates, suggesting that routing
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methods should plan for this cross-talk error and attempt
to avoid parallel operations on adjacent qubits where pos-
sible [13], [35]. While this creates a more complex routing
problem, isolating cnot operations where possible also con-
siderably improves circuit performance. Others have demon-
strated that one can improve reliability by executing a circuit
in multiple parts and then reconstructing the overall distri-
bution [44]. This allows for focusing on only a few qubits
at a time and using only the most reliable physical qubits
while avoiding unnecessary cross-talk then combining the
individual trial outputs into a final, more accurate distribu-
tion. Meanwhile, the research on debugging, protecting, and
reusing resources is also trying to find solutions to mitigate
the constraints of error in the field. The quantum assertion
technique was proposed and evolved in [22], [31], and [32]
to locate the errors and bugs while running quantum algo-
rithms. Applying QEC to superconducting quantum chips
is also being actively studied in [6], [23], [19], and [20].
While hardware implementations of error correction will
likely be valuable in the future, current NISQ sizes struggle
to implement them while maintaining enough usable qubits
for practical algorithms. Reusing the valuable quantum re-
sources, the physical qubits, is being studied in [14], includ-
ing resetting qubits to basis states or reversing operations
to reduce the total number of qubits or SWAPs necessary
during execution.

B. QUBIT ALLOCATION
The two most relevant allocation methods are the two al-
ready contained within Qiskit, the noise-adaptive [34], and
sabre [29] methods. These methods are used as two compar-
isons to GNAQC throughout our experiments. Some meth-
ods utilize locating the optimal layout at smaller sizes to
produce heuristics that are then tested on larger-scale sys-
tems [4], [52], [42]. Our demonstration in Section III follows
a similar approach, where we compare the performance of
each method against the best possible layouts on smaller
sizes. While this is helpful, it is difficult to extrapolate from
smaller to larger sizes due to growing complexity. Other
works similarly search the set of possible layouts while
guided by fidelity or other success methods [15], [27], [28].
All of these approaches aim to minimize the vulnerability of
the circuit through the choice of an initial layout through a
variety of different methods.

C. GNN APPLICATIONS
The base GNN [39] design has many modifications for a
variety of different applications. Extensions have been added
to the GNN for recurrent units similar to gated recurrent
networks [10], [30]. The addition of recurrent units im-
proves performance on deep GNNs, namely when applied
to a graph changing over time, similar to recurrent neural
networks on traditional time series data. Graph convolutional
networks (GCNs) enhance the process and improve upon
the original design for node classification tasks [25], [50].
Again, GCNs borrow from traditional convolutional neural

networks, commonly used for multidimensional tasks, such
as image processing and apply the approach to graphs. Sev-
eral tools have been built using GCNs for learning graph
representations [18], [37] while others leverage adversarial
approaches for learning graph embeddings [36]. The idea of
using GNNs to improve compilation has similarly been used
in hardware placement for classical circuits [3], [33], [51],
but not for quantum circuits.

IX. CONCLUSION
We have proposed GNAQC, a new GNN-based neural net-
work architecture for improving the reliability of supercon-
ducting quantum circuits by identifying more resilient lay-
outs. We compare the proposed layouts with the preexist-
ing layout methods contained within Qiskit and find a mean
12.7% relative increase in fidelity across both backend con-
figurations with six different circuits. In the future, we be-
lieve we could achieve even greater results by expanding the
work to include a routing method using recurrent GNNs or
experimenting with different feature representations.
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